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Q.1 What is physical address: [R.TU. 2019/ ap a slow reggjy
with more messages than it can handle.

Ans. Physical Address : In computing, physical address

. User Datagram Protocol (I : i
refers to a memory address or the location of a memory _ = (§U DP) . U.DP i5
cell in the main memory. It is used by both hardware and unreliable, connectionless protocol for applicationthg
software for accessing data. Software, however, does not not want TCP’s sequencing or flow control and wishi

use physical addresses directly; instead, it accesses
memory using a virtual address, A hardware component
known as the memory management unit (MMU) is

responsible for translating a virtual address to a physical
address.

In networking,

provide their own. It is also widely used for one-shotclie
server type, request-reply queries and applications inwhek
prompt delivery is more important than accurate deliven,
such as transmitting speech or video. The relationofl’

. TCP and UDP is shown in fig.
physical address refers to a computer's

e Layer}
MAC address, which isa unique identifier associated with | [TECNET [rre] [sm17) [oxs] ﬁ;:ﬁ
a network adapter that is used for identifying a computer ' g
in a network. rasnenty il
Pron ol EINFEI M
. ‘-. v ___—'-—-—“
_ In computing, a physical address (also real address I g
ortl;:n?ry address) isa memory address that is represented - J-@
in the ¢ ircui = o
' orm of a binary number on the address bus circuitry RPANE 1] [SATNLI | | Packet o
1 order to enable the data bus to access g particular o = :
storage cell of main me; (
Nory or a register of / o
mapped /0 Sl g memory . (he TCP/IP model
* Fig. : Protocols and nerworks in /
. ntfd

s
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Explain TCP/IP model with suitable diagram.

JRTU. 2019]

Ans. TCP/IP Model : TCP/IP protocol suit, used in the
internet, was developed prior to OS] model. Therefore,
the layers in the Transmission Control Protocol/ Interet-
working Protocol (TCP/IP) do not match exactly with
those of OSI model.

TCP/IP is a hierarchical protocol made up of
interactive modules, each of which provides a specific
functionality, but they are not necessarily interdependent,

Application
Transport
Network
Data Link
Physical

Flg. : TCP/IP reference model

{B.Tech. (IV Sem.) C.S. Solved Papers)

1. Internet Layer : Its job is to permit hosts to _ano__
packets into any network and _.:.,.._n them .“.M.E_.a
independently to the destination (potentially ona different
network). They may arrive in a different order than they
were sent. in which case it is the job of higher layers tc
rearrange them, if inorder delivery is desired. i

The internet layer defines an official vwnwn._u forma
and protocol called IP (Internet Protocol). The job of the
internet is to deliver [P packets where they are supposec
to go. TCP/IP Intemnet layer is similar in functionality
the OSI network layer. .

2. Transport Layer : The layer above the interne
layer is transport layer. It is designed to allow peer entitie:
on the source and destination hosts to carry on :
conversation, just as in transport layer of OSI.

Two end to end transport protocols are defined here

« Transmission Control Protocol (TCP) : Refe
to Q2.

e User Datagram Protocol (UDP) : Refer to (.

3. Application Layer : On the top of transport laye
is the application layer. It contains higher level protocol:

TELNET : Telnet is an abbreviation for Termin:

Network. TELNET enables th
establishment of a connection to
remote system in such a way that th
local terminal appears to be a termin:
at the remote system TELNET is

general purpose client-serve
application program.
FTP : File Transfer Protocol is the standai

mechanism provided by TCP/IP fi
copying files from one host to anothe
SMTP  : Simple Mail Transfer Protocol. It is
system for sending messages to oth
computer users based on e-ma
addresses. SMTP provides for me
exchange between users on the san

or different computer

DNS ¢ Domain Name System is used f

_:.n———u-:t -.Svﬂ names
4. Network Interface Layer:
this layer represents the place whe
protocols running at higher layers interface 1o the lo
network. This layer is somewhat “controversial® iy __,
some people don't even consider it a “legitimate” py,
TCPAP. Thix is usually because none of the c_.“..:
protocols run at this layer Despite this, the n ,.n
interface layer is part of the architpcture, _._ I8 e :n, s_:
to the data link layer (layer two) {n the OS] _”_n_..,ﬁ...

Radal cca1.

As its name sugges
re the actual TCp

«

there is no ,_.A—um.\:“
. it is simply no
t m_._ on E_m‘”‘vnnl.ﬁp__wno“wn_nmw: m»_w—n:._nr
needed. For example, if werun (and layer one) functions.
then Ethernet handles layer 0 do define _u_.o.Ono_m for
¢, the TCP/IP standards ir own layer two

:oim“.n .n.ioqwm that do not have :.n.q.o = wsnnann
‘._.Q“ ﬂ.u:o? These protocols. the ,wn_._m_ _l_:o_ o
ons n_.:n_ SLIP) and the Point-to-Point Protoco e 7.
Protoco % Il the gap between the network layer an n\—w
malmn_n.h _w_woa They are commonly used to mwo.__ﬁow,.oﬂu
wﬁ_ﬂq direct serial line connections (such M..wwno__wn“n_“
telephone networking) and other technologies
directly at the physical layer. .

Data Link Layer Services .

Unacknowledged connectionless service :

e No acks. no connection

o  Error recoverry up to higher layers

«  For lowerror-rate links or vice traffice

Acknowledge connectionless service :

e  Acksimprove reliability

o  Forunrealiable channels. E.g.: Wireless Systems

Acknowledge connection-oriented service :

e Equivalent of reliable bit-stream

e (Connection establishment

o Packets delivered In-Order

* Connection Release

- Int.r-Rou

On many TCP/IP networks,

protocol running @

r Traffic
Jransport Layer services : Refer 1o Q.10.

AY Differentiate betw
fransmission.

¢en 4nalog and Digital
[R.T.U. 2017)

Ans. Difference - e igi
vl rence between Analog and Digital
ansmission : Analog transmission is a method of
- image, signal, or video information.

€S a continuous signal varving i 1

stiaivarying in amplitude, phase, or

* k]
e ey AL 1s 1 proportion to a specific
" r_, Istic of a variable Analog transmission could

can that the transmission is a transfer of an analo

e ; N an analog sourc
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anetwork thag :I‘th':.rn:rill:-.mdl”y Oeaed within e layersaf
with the roue r,«;:l 1_@ pﬂfh. for th}-: transfer of data
packets. The rou s, du' ;'. processing m-nt for information
durine tean o+ duplicates information packets for use
& transinission from one network to : ]
Wby \ 0 another, l?hc
I "“t I¢ protocol or set of rules to determine
i Mation packets are to be routed to certain
mrt,r‘faces within the network. Different types of routers
P‘ﬂt‘tprm different functions dc'pc.nd'ing upon the
requirements of the network system.
Network Interface Card - Network interface cards are
used to connect each computer to the network so they
can cum.numicalc with the network router to receive
!llformat;on packets. The interface cards determine the
. infrastructure of 4 local area network (LAN) and allow
all of the computers to connect to the network. There are
many different types of network interface cards that
perform different functions within the network which

mmclude Ethernet cards and wireless network interface
cards.

racting

router use

Metwork Switehes @ Natwork switches work similar to
routers because they both copy information from one area
of the network to the other. However, network switches
contain multiple ports for copying frames of information
from one port to the other. Like routers, switches operate
within the layers of a network and evaluate every frame
before determining the port in which the frame should be
copied. Network switches are more sophisticated then
their predecessor the network hub, which copied a!i t'rf;umes
to all ports instead of determining individual dest‘:natnor}s.
This required more bandwidth than what is required with
network switches. ]

Network Bridge : A network bridge divides.trfﬁﬁc ona
{ocal area network by separating the LAN j]llo_severa!
different segments. It is alsn rcsp(?nsi’rflc for fllt'ermgd'nm
by determining the data des.tmntxon or dls‘cu.rdmg
unnecessary data. Network bridaes operate within the
javers of the network and also control tt‘me data lhal( %‘ro;se.s
1hﬂe boundaries from one focal area nelwork to the other.

Part-C

plain any (WO ftméﬁans of each layer in the
OS] model. [R.T.U. 2019]

- =
. OSI/ISO Model : Refer 10 0.4

— DCCN.7 )

:. Physical Layer : The physical layer coordinates
the functions required to transmit a bit stream over a
physical medium,

e Line Configuration : The physical layer is
concerned with the connection of device to the
medium. In a multipoint configuration a link is
shared between several devices. In a point to
point configuration, two devices are connected
together through a dedicated link.

e Interface and Média : Physical layer defines

' the type of transmission medium. It defines the
characteristics of the interface between the
devices and transmission media.

e Bit Representation : Physical layer data
consists of a stream of bits without any
interpretation. Before encoding bits must be
encoded into signals, optical or electrical. The
physical layer defines the encoding.

e  Transmission Rate : Physical layer defines
the duration of bit, which is how long it lasts and
the number of bits sent.each second is also
defined by the physical layer.

e  Transmission Mode : Physical layer defines
the direction and mode of transmission between
two devices : full duplex, half duplex or simplex.

e Network Topology : Physical layer also
defines devices which are connected to each
other to make network. Possible topologies are
star, bus, ring, tree and mesh.

2. Data Link Layer : The data link layer transforms
the physical layer, a row transmission facility to a reliable
link and is responsible for node to node delivery.

Basic features of data link layer are the following :

e Framing : Refer to Q.3.

e Physical Addressing : If frames are to be
distributed to different systems on the network,
the data link layer adds a header to the frame to
define the physical address of the sender and/

. or receiver of the frame.

*  Flow Control : If the rate at which the data
are absorbed by the receiver is less than the
rate of data produced in the sender, the data
link layer imposes a flow control mechanism to
prevent overwhelming the receiver.

e  Error Control : Data link layer adds reliability
to the physical layer by adding mechanisms to
detect and retransmit damaged or lost frames.
Italso uses a mechanism to prevent duplication
of frames. Error control is normally achieved
through a trailer added to the end of frame.
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Ans. Lossless and Lossy Ch
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al to restore ; Ori'“_Prumlsed i

s ilnne|s . 'lhe L
ttug;

ng the Origip (‘)ssleSS
channel allows a sign it ,
type of channel is used for lranSmimng tglnal forp, Tlur:

. ex

The Lossy channe| eliminateg so o

. . s Thic eor Moy
that is not noni:ez-lblc.‘ This tcchmque doeg Mt of gy,
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store the data. This type of channel jg used for o:nd?'
data like audio signals and images. .

Transmission Impairments :
sys_tem, analog si gnal.s travel through transmission megi,
Wh'ICl.'I tends tq de[ermmlc. the quality of analog signal,
This imperfection causes signal impairment. This means

that received signal is not same as the signal that was
send.

In Communicatigy

Causes of impairment

Impairment Causes
| ]

. . pise
Distortion N

Altenuation

The
(a) Attenuation : [t means loss Ogi::aircgeywh”h
strength of signal decreases with iucreas_'”gnce of mediu™
causes loss of energy in overcomingr cs'slla Amplifier “r:
This is also known as attenuated ,S'g'"a‘;v ich gives »
used to amplify the attenuated sign4

original signal back.
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tiermal agitation of electrons in a conductor, It
is distributed across the entire spectrum and that
is why it is also known as white noise (as the

they have different phases at
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| Noise: The thermal noise is due to

frequency encompass over a broad range of
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(i) Intermodulation Noise- When more than one
signal share a single transmission medium,
intermodulation neise is 2enerated. Forexample,
o signals f, and fy will generae signals of
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P in?
@m! are the various transmission media:
Y [R.T.U. 2013]

Lxplain guided media in detail.

e - -
b —

Ans. Transmission Media: Transmission media is the
physical path between transmitter and receiver in a data
transmission system. Transmission media can be classified
as guided or unguided. In both cases communication is in
the form of clectromagnetic waves. With guided media,
the waves are guided along a solid medium, such as copper
twisted pair, copper coaxial cable and optical fiber. The
atmosphere and other space are examples of unguided
media that provide a means of trarismitting electromagnetic
signals but do not guide them this form of transmission is
usually referred o as wirgless transmission.

Transmission Media

!
I Unguided '
- Fip.

Guided Media: A signal travelling along guided
media is directed and contained by the physical limits of
the medium. The transmission capacity in terms of
bandwidth on data rate depends on material of media used
and whether medium is point to point or multipoint.

Different categories of guided media are

»  Twisted part cable

¢ Coaxial cable

e Fiberoptic cable

Table : Point to point iransmission cha racteristics of guided media

Transmission | Total | Bandwidth Repeater
medium rate data
Spacing :
Twisted Pair 14 Mbps  [3 MHz 21010 Km
Coaxial Cable SOQ__Mhps 1350 MHz 1to 10 Km
|Optical Fiber |2 Gbps |2 GHz 10 to 100 Km

- Twisted Pair Cable: Twisted pair cable comes in
two torms: unshielded and shielded

1. Unshielded Tiwisted Pair (UTP) Cables:
UTP cable is the most common type '
medium used today. Its frequency
transmitting both dat
of two conductors (
coloured plastic insy!
banded for identific
both to identify the
indicate which

of telecommunication

range is suitable for
aand voice. A twisted pairs consists

usually copper), each with its own
ation. The plastic insulation, is colour
ation as shown in fig. Colours are used
specific conductors in a cable and to

Vet wires belong in pairs and how they relate
to other pairs in a lare

: " ger bundle,

e —————
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Under nmiioncy o PYL -
Fig. : Pwisted paiv cabie

Two parallel flat wires were used for
communication. However electrumagnetic interference
from devices such as @ motor can create noise over those
wires. If the two wires are paraliel, the wire nearest 1o
the source of the noise gets more interference and ends
up with a higher voltage level than the wire further away,
which results in an uneven ivad and a damaged signal as
shown i fig.

|8
.

A
Towl effect s 16~ 1174

T

MNovw e = 13 wite

Flg. : Effect af noive on two parailel flar wires
1. Shielded Twisted Pair (STP) Cable: STP cable has
a metal foil or brarded mesh covering that encases each
pair of insulated conductors as shown in fig The metal
casing prevents the penetration of electromagnetic noise
It also can eliminate crosstalk

STP has the same quality considerations and uses
the same connections as UTP, but the shield must be
connected in a ground. Materials and manufacturing
requirements make STP more expensive than UTP but
less susceptible to noise.

Coaxial Cable: High frequency electrical current
flows in the outer skin of a conductor, making twisted pair
and multicore cables inefficient. This skin effect in metal
conductors increases attenuation with the square root of

frequency. A coaxial cables surrounds the inner conductor

with 2 dsebocine such as poly cthy fenc and 2 .nt-..b— EJ
of solad or brasded metal swrrounds the diclectrc. Coaxia
cable hike twisted pasr, consists of two conductors, 7:.8.“
constructed differently 1o permad i 10 operate Over 3 .._:.. d
range of frequencies It consists of 2 hollow ou ”n
cy lmdncal conductor that surrounds a ungle mnct Wil
conductor as shown in fig

The mner conductor is held i place by either
regularly spaced insulating rings of a sohd dielectric
material. The outer conductor is ¢ wvered with a jacket or
shield. A single coaxial cable has a diameter of from 0 .
to about | inch because of its shiclded, concentric
construction, coaxial cable s much less susceptible to
interference and crosstalk than twisted pawr. Coaxial cable
be used over longer distances and supports more stations
on a shared linc than twisted pair

Iig. . Coaxial cable

Applications: Coaxial cable 1s the most versatile
transmission medium and is enjoving widespread use in a
wide vanicty of apphcations. The most important of these
are
Televisson distributson
Long distance telephone transmission
Short run computer system links
Local area networks
Coaxial cable is spreading rapidly as means of
distributing TV signals to individual home cable TV, From
its modest beginnings as Commanity Antenna Television
(CATV), designed to provide service to remnole area, cable
TV will eventually reach almost as many homes and
offices as the telephone. A cable TV system can carry
dozens or even hundreds of TV channels at ranges up 1o
a few tens of miles,

Coaxial cable is also used short range connections
between devices. Using digital signaling, coaxial cable can
be nsed to provide high speed 1/0 channels on computer
Systems. Another application area for coaxial cable is local
area network. Coaxial cable can support a large number
of devices with a variety of data and traffic lypes, over

distances that include asingle building or group of buildings.
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Ans. Periodic Analog Signak m‘nqniﬂﬂnﬂ
con be classified as simple " COMposEe A s,
analog signal, 8 sine wave, cannot Bt ecomyg -
simpler signals A composite periodic Fany
composed of multiple sine waves

Vil e

.\. 1 \\ r/\xqr.\.ﬂi-
Fig.

A sins wawe
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u
itude, the frequency, ind fie i
wters fully describe a sme o@e

the peak s

three para
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Amplitude : The peak ampistude a?t‘-l!
value of us highest intensity, Y&a:ishna
carries. For electnc signals, peak smphtsl &

measured in volts

4 refery & “
Period and Frequency : Period refies o

time, in seconds, a signal needs & © 4
Frequency refers to the number of qﬂ(ﬁ‘
ot he
Phase : The term phase descrides ol
waveforn relative 1o time 0 Phase 5 &%

or radiant
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ParT-A

’ Dg'ﬂ'erentia!e between single-bit error and burst
error. [R.TU. 2019/

Ans. Single-Bit error : As name suggest single-bit errors
occur when a single bit gets changed during transmission
of data due to interference in network communication,

"The term Single-Bit error means that only | bit of a
given data unit (such as a byte, character or packet) is
changed from 1 to 0 or from 0 to 1" by Forouzan.

ojof11ofo|1}1|0] DatasSent
Changed bit
0fo]1 /o o Nol 1|0 DataRecsived

Fig. : Single Bit Error

Single-bit errors are least likely type of error because
their duration or noise is normally longer than duration of
I bit.

Burst Errors : When more than a single bit of data
unit gets corrupted it is known as Burst €rror.

In comparison of single-bit errors, burst errors are
more likely to occur. Because as we know that the duration
of noise is generally longer than the duration of transferring

Previous YEARsS QUESTIONS

: . ¢
1bit, that means with longer duration noise can co:i'ru(::l
more than 1 bit easily. Number of bit affected depends
the data rate and duration of noise.

Q.2 Assume thai, in a stop and wait ARQ Syslfm. the
bandwidth of the line is 1 Mbps, and 1 bit takes
20ms to make a round trip. What is the
bandwidth delay product? If the system data
Srames are 1000 bits in length, what is the
utilization percentage of the link?  [R.T.U. 2015]

Ans. The bandwidth-delay product is
1% 10° % 20 = 107 = 20,000 bits
The system can send 20,000 bits during the time it
takes for the data to go from the sender to the receiver
and then back again. However, the system sends only
1000 bits. We can say that the link utilization is only
1000/20,000, or 5%. For this reason, for a link with high

bandwidth or long delay, use of Stop-and-Wait ARQ
wastes the capacity of the link.

Q.3 Can the value of a checksum be all 0’s (in

binary)? Defend your answer. Can the value be
all I's (in binary)? Defend your answer,

IRT.U, 2015,

Ans. The value of 3 checksum can be i ’
: all 0’s (in bin

This happens when the value of th a'rY).

becomes all 1°s (in binary). iy e

Itis almost impossible for

to be all- 1’s. For this to happe,

(after Wrapping) must be ) 0
must be Q’s,

the value of 3 checksum
n,_ the value of the sum
S which means all data units

2\ B
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Ans. Block Coding : 10 SN a: cI;lor exﬂmple’ Irl{elsi“
data frame, redundant bits are uset: g count® 5B
A . it is added 10 make © ber of?
parity, one parity bil.is8 rigin e
. ; )
the frame even. In this way thed")ng
. & : ] i
; increased. It is called block €©

R
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i e & i
o co anges @ block of m bits into2 block | upon the si;
e ing © oy than m- Block coding is referred acknowledgme
0 ‘< lar,
Ef f pisla 8 hique: agreed amount
i M pencodiné s that fra
s Bin -, normally involves three steps: ok
AS plock € ;an 4 combination- In the division step, The size
jtutto . . :
o™ = s is divided into groups of m bits. seiienice gl
5 of bi . b ol bi ~ number of the
5l le. in 4B/5B encoding, the origina it AT
for e8P : oo heaiofbinck | Gran i
eisdivided it 4-bit groups. The peart 8" & @ Consequently,
;?llilng . the substitution step. In this step, We substitute in order to acc
| gebit gr0UP for an n-bit group-: an n-bit seque
For example, in 4B/5B e'ncoding we sx.Jbstltute a4- The sequ
4 cote for a 5-bit group- FIEI&”Y» the n-bit groups are For example,’
nbined together 10 form a stream. The new stream has sequence U
ebitsthan the original bits. The following figureshows | ~on. The numt
e procedire. ‘ ‘generate the t
Division of a stream into m-bit groups The size
mbits m bits: m bits Sender
U'O”'lllﬂb()"'l l e rﬂ‘o-.r1j begin
' frame
frame
i S__Wiﬂ
, window size
loog £ 001] ee- rmf‘"""l'Tﬂ . SeqFit
n bits bt window
combini bi ;
ng n-bit groups into a stream SeqN
window
- while
-N ARQ protocol. [R.T.U. 2019] do
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2 elivery of dat °t‘:V method for reliable and :
\ a frames. It is a case of sliding if
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window protocol having sendin )

g wind i
receiving window size of | OW size of N anq
Working Principle

Go — Back — N

o nS . ARQ uses the concept of protocol
pipelining, i.e. sending multiple frames before receivi
the acknowledgment for the first frame The fram:’mg

i . s

sequentially numbered upto a finite number of framf:
The i number of frames that can be sent depend:;
upon the size of the sending window. If the
acknowledgment of_' a frarr!e is not received within an
agreed amount of time period, all frames starting from
that frame are retransmitted.

The size of the sending window determines the
sequence number of the outbound frames. If the sequence
number of the frames is an n-bit field, then the range of
sequence numbers that can be assigned is 0 to 2,
Consequently, the size of the sending window is 2*'. Thus,
in order to accommodate a sending window size of 2™,
an n-bit sequence number is chosen.

The sequence numbers are numbered as modulo-n.
For example, if the size of sending window is 4, then the
sequence numbers will be 0, 1,2,3,0,1,2,3,0, 1, and so
on. The number of bits in the sequence number is 2, to
generate the binary sequence 00, 01, 10, 11.

The size of the receiving window is 1.

Sender Site Algorithm of Go-Back-N Protocol

begin o

frame s; //s denotes frame to be sent
frame t; //t is temporary frame

S_window = power(2,m) — |; //Assign maximum
window size

SeqFirst = 0; // Sequence number of first frame 10
window

SegN = 0; / Sequence number of Nth frame
window

while (true) //check repéatcdly
do
Wait_For_Event(); //wait for availability of
if ( Evem(Request_For_JTransfer)) then
/lcheck if window is full

if (SeqN-SeqFirst>= S_window) meg

packet

R

sy

—

LQ"m"""“"""“i‘ilrl. and Computer Networks Je—
doNothing();
end if;

Get_Data_From_Network_Layer();
s = Make_Frame();
s.seq = SeqN:
Store_Copy_Frame(s);
Send_Frame(s);
Start_Timer(s);
SeqN = SeqN + 1;
end if;
if ( Event(Frame_Aurrival)) then
r = Receive_Acknowledgement();
if ( AckNo>SeqFirst&&AckNo<SegN ) then
while ( SeqFirst<= AckNo )
Rémove__copy_frame(s.seq(chFirst));

SeqFirst = SeqFirst + 1;
end while
Stop_Timer(s);
end if
end .f

// Resend all frames if acknowledgement havn’t
been received

if ( Event(Time_Out)) then
TempSeq = SeqFirst;
‘while ( TempSeq<SeqN )
t = Retrieve_Copy_Frame(s.seq(SeqFirst));
Send_Frame(t);
Start_Timer(t);
: TempSeq = TempSeq + 1;
end while
end if
end _
Receiver Site Algorithm of Go-Back-N Protocol

while (true) /
do )
Wait_For_E
if ( Event(F
Receive
if ( Corm
doNotl
else if (
Extra
Deli
RSeq
Send
end if
end if
end while

end

|

Q.9 Explain sl

Ans. Sliding W
control protocol
full duplex link.
connected static
Thus, A is allov
for any acknov
For keep!

by sending an
sequence numl|
sequence num
the outgoing ¢
gets a free ri
technique of t
ments, so that
data frame is
The ack

B is prepare

s with the num
L frames 2,3 -
: Tl 4 has arrived
RSeqNo = 0; // Initialise sequence number of sequence
nu
expected frame one time.
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xplain pure ALOHA protocol witlt, suitable
[R.T.U.2019]

= diagrams.

Ans. ALOHA : It is the simplest possible broadcast
protocol and it sets a basis with which other broadcast
protocols can be compared. It is also known as Pure
ALOHA. The basic idea of ALOHA is simple since users
transmit immediately whenever they have data to send.
To determine whether a transmission was successful, a
sender waits for an acknowledgement from the reckiver
for a time period equal to one propagation time (thetime
it takes to travel a packet from the sender to the receiver
and back again). If no acknowledgement is received, the
packet will be sent again.

There will obviously be collisions between packets
sent within a packet transmission time t, from different
users as indicated in fig. 1. We first assume that all packets
have the same length and each requires one time unit t
(called a slot) for transmission. Consider an attempt by g
user to send packet A starting at time t,. If another user
generates p:':lcket B between t and t + t, the end of packet
B will collide with the beginning of packet A. This can
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Fig. 1 : Packet transmission in ALOHA

Now let S be the channel throughput (the average
number of successful transmission per time period t;) and
let G be the total trafTic entering the channel from an infinite
population of users (that is, G denotes the number of packet
transmission that are artempted in time period t,). To find
the throughput, we first assume that the probability P, of
K transmission attempts per packet time follows a Poisson
distribution with 2 mean G per packet time. This is given by
GXe©
P = K =X

'l'hcllm:nlghpmSisxhcnjusnhcoﬁ'eredloathimes
the probability of a transmission being successful. Thus

S =GP, A2

Where P, is the probability that a packet does not

suffer a collision. (P, is the probability of no.other traffic

r
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tr_a[ﬁc being initiated during the entire vulnerable period is
given by P, = ¢~ by equation (2) we have '
$=Ge 26 /

_ | )]

The throughput given by equation (4) is plotted in fig.
(2). The maximum value of S ocours at G = 0.5 where
S = 1/2e which is about 0.184. This means that the best
channel utilization that can be achieved is around 18 percent
for the pure ALOHA method.

‘ Q.1 _§ompar¢ and discuss the throughput of pure and
~  Slotted ALOHA. JR.T.U. 2017]

OR
Explain Pure ALOHA and Slotted ALOHA. Give
relationship in terms of their throughput.
[R.T.U. 2014]
OR
Show that slotted ALOHA has a maximum
throughput of twice the pure ALOHA maximum
throughput. [R.T.U. 2016/
OR G
Show that the slotted ALOHA has a maximum
throughput of twice the maximum throughput.
[R.T.U. Dec. 2013, 2013, 2012, 2007}

W"__—__—_
Ans. Pure ALOHA : Refer 10 Q.18

Slotted ALOHA

To increase the efficiency of the ALOHA method,
the slotted ALOHA scheme was introduced. In this type
of ALOHA the channel is divided into time slots which

are exactly equal to a packet transmission time.

L - i— Tansmission ume

- Successfulll sent _

being *during a vulnerable period, which is, two s —
packet, time long). From equation ( 1) the probability of Station | PR t
zero packets being generated is equal to ‘ ) Randm Remansmission
p,=ec© ...(3) 1y
4 Station 2 - st
ax Caihding
e o . W
[ o Station 3 s t
§ l :
“- _— W
o Fr 25 16 100 w;msum
e Fig. : Packet transmission in slotted ALOHA
Fig. 2 : Relation between throughput and oL ﬂ:‘ d’””ﬁﬂ Al users are then synchronized to these time slots,
In an interval mr’;"&‘.}'}:ﬂ e;m‘ﬂ;y of no other so that whenever a user generates a packet it must
ted is €
of frames genera

—

(Data Communication and Computer Networks  ——
synchronize exactly with the next possible char}nel slot.
Consequently, the vulnerable period in which this pac.kei
can collide with other data is reduced to one packet lime
HA. Examples

peﬁ'od (PTP) versus two PTP for pure ALO
d random retransmission delays

fig. for four network

users.
Since the vulnerable period is now reduced b

the probability of no other traffic occurring during the same
time period as the packet, we wish to send is Py = e
This in turn leads to a throughput

s=Ge®

As is shown in fig. (see fig. 2in Q.18) the maximum
efficiency of the slotted ALOHA system oceurs atG=1
where S = 1/e or about 0.368. which is twice that of pure

ALOHA
Vulnerability period 1 ¢ the period in which a transmitted

. . 1
frame will suffer collision <« —————
efficiency

If pure ALOHA is sufTering 2T vulnerability period
and slotted ALOHA is suffering T vulnerability period, it
means efficiency of slotted ALOHA is twice that of pure

ALOHA.
So. we proved efficiency of slotted ALOHA = 2

(Efficiency of pure ALOHA).
_________——-—-—-—-_'—__'_-—-.__——————‘—
Q.20 What is two dimensional parity check?

JR.T.U. 20017]

—

Ans. Parity Check: This error detecting technique is
least expensive. Parity checking can be simple or two
dimensional.
Simple Parity Check: In this technique a redudent bit
called a parity bit is added to every data unit so that the
total number of 1's in the unit (including parity bit) becomes
even (or odd).

But in many cases even parity checking are
applicable where the number of 1's should be even.

From figure suppose we want to transmit the binary
data 1100001; gives us 3. an odd number. Before
transmitting, we pass the data unit through a parity
generator. The parity generator counts the 1’s and append
the parity bit (1 in this case) to the end. The total no. of
1’s is now 4, an even number. The system now transmits
entire expanded unit reaches its destination, the receiver
parts all 8 bits through an even parity checking function.
If the receiver sees 11000011 it counts four 1’s, an even
number and the data unit passes.

y half,
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Fig. : Two dimensional parity
performance: Two dimensional parity check method 1s
very popular in today’s life. In this method a redundancy
o 1 bits can easily detect a burst error of n bits.
A burst error of more than n bits is also detected
by this method with a very high probability. There is,
however, one pattern of errors that remains elusive. 1f 2
bits in one data unit are damaged and 2 bits in exactly the
same positions in another data unit are also damaged. the
checker will not detect an error.

Consider. for example. two data units; 11110000 and
11000011 . If the first and last bits in each of them are
changed. making the data units read 0111001 and
£1000010. the error be detected oy this method

cplain the types of errors and classification o,
codes. JR.T.U. 2017, 2012, 2010]
———

Ans. Types of errors

The errors intorduced in the transmitted data during
their transmission may be categorized as under

(1) Content errors

(i1) Flow integrily errors

Content errors:

The content errors are nothin
comtents of a message i.e., a0 may
vice-versa

Flow integrity errors:

Flow integrify erTors meaning missing blocks of data
It is possible that 2 data block may be lost in the between
2 it has been delivered w0 a wrong destination
Types of Errors

—

g but crrors in the
be received as | of

Thermsat Frrors
-~ |
Cransaes Twass
Shot Nose s ...I 1\|.||h|.||li|.lt
Random Frioes Bunst Frror
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The errors in a digital communication system are

nm—._mm..”_ by noise in the communication channel (Gaussian
noise introduce in analog part of common channel).
. Random errors due to white Gaussian noise are
_=:.oa:nna. Gaussian noise had been our chief concern in
designing and evaluating modulators and demodulators,
Sources of Gaussian are :

(a) Thermal Noise : Due to vibration of individual
molecules about their position of equilibrium in a crystal
lattice, the conduction electron of metals wander randomly
throughout the volume of metal, similarly molecule of an
enclosed gas are in constant motion colliding with one
another and colliding also with the walls of container. These
agitations of molecules are called thermal agitations
because they increase with temperature.

(b) Shot Noise : Result from a phenomenon
associated with flow of current across semiconductor
junctions. The charge carriers, clectrons or holes enter
the junction region from one side. drift or arc accumulated
at the junction and are collected on other side. The average
junction current determines the average interval that elapses
between time when WO SUCCESSIVE carriers enter the
junction. The exact interval that elapses is subject to random
fluctuations. This randomness give rise o shot noise. As
we know that power spectral density of Gaussian noise at
receiver input is white Gaussian noise. The transmission
errors introduced during a particuiar interval by white
Gaussian noise does not affect the performance of system
nc::mvcvmnn:n_:m:z,.:u_ ng interval

(c) Burst Errors : Which is due to t

by long quite intervals followed by high amplitude noise
burst, This type of noise occurs from many natural and
man-made causes such as lightning and switching
transients. When such noise occurs, it affects more than
one symbol or bit and there 15 usually a dependence of
nJ:J. in successive transmitted symbols
Error control schemes for dealing W random errors
or correcting codes and coding scheme
burst errors are burst over correcting

ilse

are random err
designed 1o correct
codes

Shot Noise : Shot
due 1o the random behavic
and holes). In electrof tubes, shot noise
1o the random €miss
semiconductor devices
diffusion of minority ca
recombination of electron-hole pairs

Current in electron
in the form of discrete pulses
vihe other (e g, cat

s¢ appears in aclive devices

ur of charge carmers (electrons
is generated due

of electrons from ¢

it is caused due 1o 1

rriers or random genera

ices (tubes OF &

every ling a charge Canici

moves from one pol
Therefore, although current appears 1o be ¢
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m:.__ a .&mo_ﬁo phenomena. The nature of current variation
with time is shown in fig.

it) i.()
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Fig.

The current fluctuates about a mean value I, This
current i (1) which wiggles around the mean value is known
as shot noise. The wiggling nature of the current is not
visualized by normal instruments and normally we think
that the current is a constant equal to I, The wiggling
mature of the current can be observed in a fast sweep

oscilloscope.
The total current i(t) may be expressed as
() =I5+ i,(0) (1

is the

where I, is the constant (mean) and i,
fluctuating (noise) current

Power Density Spectrum of Shot Noise in Diodes :
The time varying component i,(t) of the current i(t) specified
by eq.(1) is random in nature and it cannot be expressed
as a function of time, i €. it is an indeterministic function
However, this indeterministic stationary random i (t) can
be specified by its power density spectrum.

The number of electrons contributing to the random
stationary current i (t) are large. Assuming that the
electrons do not interact with each other during thewr
movement or emission (e.g., temperature limited diode
current), the process may be considered statistically
independent. According to central limit theorem, such a
process has a Gaussian distribution. Hence, shot-noise s
Gaussian-distribution with a zero mean

The total diode current may be taken as the sum of
the current pulses, each pulse being formed by the transit
of an electron from cathode to anode. It can be scen that
for all practical purposes the power density spectrum of
the statistically independent non-interacti 1g random noise
current i (1) is given by

S{(w) = ql,

where q is the electronic charge (§ = 159 ~
coulombs and 1, is the mean value of the current m
amperes. The power density spectrun neg () i frequency
dependent. This type of lrequency independence is only
equency range decided by the transit ime of an
1 to reach from anode to cathode Beyond thas
wy range, the power density vares with frequency
as shown in Ng.(a). The u tme of an electron, in a
diode depends on anode voltage V and is given as

—(peeR )

:u.u?%ﬂn-a

where d is spacing between anode and cathode.

For instance, in a diode with d = 2mm and V = 40
volts, we have T = [g~* i sec. In fig.(a), the power density
curve may be considered flat close to the origin, i.e. lo1|
< 0.5. Therefore S(w) can be considered constant up to
lotj=0.5.Fort= 1077 i sec. The maximum frequency up
to which power density S () remains constant is given by

@=05x10° =5x10"rad /s

This is equivalent toa linear frequency ()= S-=50 MHz

Therefore for all practical purposes. the S(®) may be
considered 1o be frequency-independent below 100 MHz.
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b} Bamdwidth of Measuring System
Resistor Noise : The noisc anising due to random
motion of free charged particles (usually clectrons) in a
conducting media, such as a resistor, is called resistor
noise. This noise is also known as Jhonson noise, after
] B Johnson who, investigated this type of noise in
conductors. The random agitation is a universal
phenomenan at atomic levels and is caused by the energy
supphied through flow of heat. The intensity of random
motion is proportional to thermal (heat) energy supplied
(Le temperature) and is zero at a temperature of absolute
sero This noise is also known as thermal noise. The path
of the electron motion is random because of their collisions
with lattice structure. The net motion of all the electrons
gives rise 1o an electric current to flow through the resistor,
causing the noise
Power Density Spectrum of Resistor Noise :
The free electrons contributing to resistor noise are

large n number. If their random motion is assumed to be
statstically independent, then the central limit theorem

predicts the resistor noise to be, Gaussian, distributed with

a zero mean. It can be shown that the power density
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spectrum of the current contributin
given by :

S\ (w)=

g the thermal noise is

2kTG

2
Iﬁmw ] ()

a .

_ where T is ambient témperature in degree Kelvin, G
is the conductance of the resistor in mhos, k is the
Boltzmann constant and « is the average number of
collisions per second per electron.

The variation of power density spectrum with
frequency is shown in Fig,

S(w)

2KTG

KIG

-1 -0.1 0 0.1 2

Fig. : Power Density Spectrum of the Resistor Noise Current
1t i§ obvious from the figure that the spectrum may

be considered to be flat for £ < . The power density
a

spectrum S(w) for this range of frequency is nearly
constant and is given by

S{(0)=2kTG .(2)

The value of a is of the order of 10" and hence the

frequency corresponding to £ < 0.1 is of order of 10'* Hz.
a

Therefore, the frequency independent expression of mu_?&
given by eq. (2) holds up to a frequency range of 10'°Hz.
This range covers almost all the practical applications in
communication systems. Hence, for all practical purposes,
the power density spectrum S,(w) is considered to be
i ndent of frequency.

/4

assification of codes : .
The codes are basically classified as under;
(i) Errors detecting codes: The error detecting
codes arc capable of may detecting the errors. They
cannot connect errors.
(ii) Error correcting codes
(1) Block codes (2) Convolution codes
The error correcting codes are capable of detecting
as well as correcting the errors. These codes can be
classified into block codes and convolution codes or linear
and non-linear codes.
For error- free transmission, following codes are used :
(A) Block Codes ;
(B) Burst and Random Error Correcting Codes
(C) Interleaving

(B.Tech, (IV Sem.) C.5. Solved Papers)

(A) Block Codes

(i) For Error Correction .

I. We compare the performance of system using
block codes for error correction with systems
(n,k) using no error control coding.

2. Two measures of performance are :
(a)Problem of incorrectly decoding a message
bit.

(b) Problem of incorrectly decoding a block of
message digits. )

3. We will do the comparison on the condition that
rate of information transmission is same for coded
and uncoded systems and both systems are
operating with average signal power and noise
power spectral density.

4. Coded or uncoded a block of say k message bits
must be transmitted in duration of time.

By =K
b
where ry, = message bit rate

=%

5. o=

1
Tk
if system uses an (n, k) block code, then bit rate
going into channel

n
I = :.ﬁﬂu orr. >r,

6. Now

r, = Message bit rate.

r. = Channel bit rate.
q. = Channel bit error probability for coded
system.
q, = Channel bit error probability for uncoded
system.
Py = Probability of incorrectly decoding @

message bit in uncoded system.
Py, = Probability of incorrectly decoding 2
message bit in coded system.
P, = Probability of incorrectly decoding a worc
of message bits in uncoded system.
P}, = Probability of incorrrectly decoding a worc
if message bits in codéd system.

7. Now in uncoded case

Py, = q, and probpbility that word of k messag
bit incorrectly received.

Poe = 1 = P(all k message bits are correcty

1eceived)
=1 =(1-q,)k when kq, 51

= ‘uasdlrnw:

n and Comp! uce

Data mmunicatio’
L n errors arc

since transmissio i
i ssage digits wi
independent. ) d of k message
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Pg, = message bit error probability.

p¢. implies that majority of decoding errors are

due to (1 + 1) bit errors in an n-bit codeword.

QOut of (t + 1) error, the fraction k/n represent the
errorneous message bits. Hence average message bit error
rate. )

k
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(i) For Error Detection

l. We compare the performance of data
transmission system using block codes for error
ac.zn:o: with systems using direct transmission
without error control coding.

2. We do the comparison under the assumed same
assumption that S, 1, r, remain same for both
coded and uncoded systems

3. Weuse probabil it , i )

,_.nr :._. _,:7,::.:_., ofincorrectly decoding a block
OFK message bits as our measure of comparative
performance.

4, :m:. we assume that (n, k

of detecting upto 2¢ e
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Ans. Automatic repeat request (ARQ) is a protocol for error

control in data transmission. When the rec
error in a packet it automatically
resend the packets. This process i

eiver defeats an
requests the transmitter to
s repeated until the packet

is error free or the error continues beyond a predetermined

number of transmission.

ParT-RB
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Q.4 Explain the services provided hy network security.

IR.T.U. 2019)

Ans. Network Security Services

Confidentiality

e

Integrity
Message J

Futhentication

Security
Services

Non-repudiation

B A e T un-vf--’l’.vh:-. — o e
Q.2 What is address iapping.

“a packet to a host or a router réquires

two levels ot addressing © o

crent and plivsical, We need to be
i iy O 1S correspe o physical
abie o map a fogical address 1o 1is corresponding phy

address and vice versa, Thus

an be done by using either
static or dynamic mapping

e A e

Fxplain ARQ in agta trazsmissi

Entity

Authentication l

Fig.
1. Message confidentiality

¢ It means that the content of a message when

transmitted across a network must remain
confidenticl, i.e. only the intended receiver and no
one else should be able to read the message.
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e  The users, therefore, want to encrypt the message
they send so that an eavesdropper on the network
will not be able to read the contents of the message.

2. Message Integrity \

e It means the data must reach the destination
without any adulteration i.e. exactly as it was sent.

e There must be no changes during transmission,
neither accidentally nor maliciously.

e Integrity of a message is ensured by attaching a

. checksum to the message.

e  Thealgorithm for generating the checksum ensures
that an intruder cannot alter the checksum or the
message.

3. Message Authentication

e Inmessage authentication the receiver needs to be
sure of the sender's identity i.e. the receiver has to
make sure that the actual sender is the same as

claimed to be.
e There are different methods to check the
genuineness of the sender :

The two parties share a common secrel code word.
A party is required to show the secret code word

3 to the other for authentication.

= 2 Authentication can be done by sending digital

y- signature. . B B

9) 3. Atrusted third party verifies the authenticity. One
such way is to use digital certificates issued by a

ke ; E

recognized certification authority.
4. Message non-repudiation
] e  Non-repudiation means that a sender must not be
able to deny sending a message that it actually sent.
:1 e  The burden of proof falls on the receiver.
e Non-repudiation is not only in respect of the
] ownership of the message; the receiver must prove
that the contents of the message are also the same
ﬂ as the sender sent.
e  Non-repudiation is achieved by authentication and
integrity mechanisms.
5. Entity Authentication
e Inentity authentication (or user identification) the
entity or user is verified prior to access to the
system resources .

hen BT

wain 77-..-_ S T

ot - lain ARP and RARP address mapping protocols.
[R.T.U. 2019)
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Ans. ARP : Anytime a host or a router has an IP datagram
to send to another host or router, it has the logical (IP) address
of the receiver. The logical (IP) address is obtained from the
DN if the sender is the host or it is found in a routing table
if the sender is a router. But the IP datagram must be
encapsulated in a frame to be able to pass through the physical
network. This means that the sender needs the physical
address of the receiver. The hast or the router sends an ARP
query packet. The packet includes the physical and IP
addresses of the sender and the [P address of the receiver.
Because the sender does not know the physical address of
the receiver, the query is broadcast over the network (see
Figure 1).

Every host or router on the network receives and

'processes the ARP query packet, but only the intended
recipient recognizes its IP address and sends back an ARP
response packet. The response packet contains the recipient’s
IP and physical addresses. The packet is unicast directly to
the inquirer by using the physical address received in the

query packet.

—_—

Looking for physical address ofa
node with IP address 141.23.56.23

E___— g ?
System A % I % I % I System B

(a) ARP request is broadcast

The node physical address
is ALGLLF4.59.83:AB

5465 &

(b) ARP reply is unicast

CF‘r

System A

Fig. 1: ARP operation
In Figure 1(a), the system on the left (A) has a packet
that needs to be delivered to ano:her system (B) with IP
address 141.23.56.23. System A needs to pass the packet to
its data link layer for the actual delivery, but it does not know
the physical address of the recipient. It uses the services of
ARP by asking the ARP protoéol to send a broadcast ARP

reguest packet to ask for the physical address of a system
with an IF address of 141.23.56.23.

%
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s is static and | ¢ 32 bits - el
‘caianlead_dl'Fsse‘; \ b gttt ddddd Pange of host addres
q the phys! the administrator. BOOTPis
N e changed Y o] Network Host 10004
5 "dmu“""";aonpf"“""" d IMAP are email 128000 0 v
ting o ufigmi* AP : Both POP3 and I 10] Network Host 280004
o 0P Vs hey differin following manner : 191.255.295.255
the proloc0l bt Y == TMAP 10|  Network Host 19200010
NG pop3 . (Internet Message 232%2;5255
f OI 1 Il i 224000 10
'r?:; | thﬂife:’;omc Accessing Protocol) 1110 Milticast Address Host 339,245,285 285
: pr Yorsi ; Message stores at server 240.0.0.0 o
[ m— achine. (11110 Reserved for future use 956 755.255.258

Fig. 1 : IP address format
Network addresses, which are 32 bit numbers, an
usually written in dotted decimal notation, In this format, eac)
of the 4 bytes are written in decimal, from 0 to 255.E.g th
12 bit hexadecimal address C0290614 is written a

v ine. : -
ile foler m;zt:es at client Online message reading
i et i facility due to message
is e 0 it proV}dCS

ts oiﬂ e eadin facility. stores at scr.v.cr. - |
— < message stores at Backup facility provided by

?,:::j machine so user takes email service provider.

emory needed at clients  [Memory not needed at client
machine to store the side due to message stores at
message. server. '
lUser can-access email - User can access email

fhrough his/her own through any machine in the
computer only. world i.e. it provides

portability.

ow are IP addresses assigned? Describe this with

able example for internet. IR.TU. 2015/
OR

How are IP addresses assigned ? Describe this with suitable

eample for internet currently in use. [Raj. Univ. 2004]

————————
Ans, Every host and router on the internet has an IP address,
which encodes its network number and host number. The

: ?Dmbination is unique, in principle, no two machines on the
internet have the same IP address. All IP addresses are 32
bits long and are used in the source address and destination
address fields of IP packets. An 1P address does not actually
refer ?o a host. It really refers to a network interface, so if a
host is on two networks, it must have two IP addresses.
However, in practice, most hosts are on one network and
thus have one IP address. IP addresses were divided into the
five categories listed in the fig. This allocation has come to

be called classful addressing. The class A, B, C and D formats
allow for upto 128 networks with 16 million’host each, 16384
networks with up to 64K hosts and 2 million networ;(s (e
LANs) with up to 256 hosts each (although a few of th o
are special). Also su i icast i i e
s : . pported is multicast in which a datagram
rected to multiple hosts. Addresses beginning with 1111

are reserved for future use. Over 500,000 networks are now
connected to the internet.

192.41.6.20. The lowest IP address is 0.0.0.0 and the highes
255.255.2588.253.

The value 0 and 1(all 1's) have special meanings, &
shown in fig, 2. The value 0 means this network or this host
‘The value of 1 is used as a broadcast address to mean al
hosts on the indicated network.

The IP address 0.0.0.0 is used by hosts when they ar
being booted IP addresses with 0 as network number refe
to the current network. These addresses allow machines &
refer to their own network without knowing its number (bu
they have to know its class to know how many 0's to include)
The address consisting of all 1's allows broadcasting on the
local network typically a LAN. The addresses with a prope
network number and all 1's in the host field allow machine:
to send broadcast packets to distant LANs anywhere in the
internet (although many network administrators disable thi:
feature). Finally, all addresses of the form 127.xx.yy.zz art
reserved for loopback testing. Packets sent to that addres:
are not putout onto the wire, they are processed locally anc
treated as incoming packets. This allows packets to be sen
to the local network without sender knowing its number.

[000000000000000000000000000060000 | Host

m ............ 00]' -. HOST ;20;::;*
‘Il]llllllilllllllllll]!lllllllll Bu,:)ﬁ“:m
‘ Network 11” ....................................... ”'lmwm
1127 | (Any thing) _llmvhad:

Fig. 2 : Special IP addresses

Q.9 IF, TCP and UDP all discard q

with a checksum error and do not
source. Why ?

packet that arrives
attempt to notify the
[R.T.U. 2009,
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Di[fereulinaze between connectionless and

Source Port No.

Destination pon
(15 bit) No.

(16 bit)

connection-oriented service. [R.TU. 2019}

Ans. Difference between Connection oriented and
Connectionless service

1. In connection oriented service authentication is
needed, while connectionless service does not need
any authentication.

2. Connection oriented protocol makes a connection
and checks whether message is received or not
and sends again if an error occurs, while
connectionless service protocol does not guarantees
a message delivery,

3. Connection oriented service is more reliable than
connectionless service.

4. Connection oriented service interface is stream
based and connectionless is message based.

Q.2 Whart do you mean by

connectionless fransport in
fransport layer.

_Q.3 What is Segment structyre of UDP.

:ans. Segment Structure .

: UDp
tagram, hgve a fixed-sjze header 0?10:::::5’ Al g

Total length
(16 bit)

Checksum
(16 bit)

Fig.

®  Source Port Number : This is the port number
used by the process running on the source host,

®  Destination Port Number : This is the port number
used by the process running on the destination host.

®  Length : This is a 16 bit field that defines the total
length of the user datagram (Header + Data)

®  Checksum : This field is used to detect errors over
the entire user datagram (Header + Data).

—_—

Q.4 Write two difference between Token Bucket & Leaky
Bucket. :

“ﬁ_/my

Ans. Difference between Token Bucket an

Bucket Algorithms ///]
ky But'\ﬂ }

S. Token Bucket Algorithm L‘:l rithm_|

No. I,  bucket
- I. | Token bucket throws away tokens ﬁ;gds packeis_ l
when the bucket is full but never when the pucke! ISE
discards packet. . -
Topioa LAY |

o

Token bucket allows saving up_m a
maximum size of bucket n. This
means that bursts of upton packets
can be sent at once, giving faster

input. -
response to sudden burétigﬂr_agu;,,/
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n and Computer Netwarﬁ)—

tgokig segnli nSteg':nent into the r{e.s'n‘nm:‘(m port ﬁeld'of
Whith plocess op th t € process sen.dmg'; the reply can specify
'¢ sending machine s to getit.
ngih field includes the 8-byte header and
00k St P checksum is 9ptionai and storec’!~as 0 if
it off'is foolishz:}ue- computec! 0is stored as all Is), T urning
ess the quality of the data does not matter
(e.g., digitized speech).

. It is probably worth mentioning explicitly some of the
things that UDP does not do. It does not do flow control,
error control, or retransmission upon receipt of a bad segment.
All of that is upto the user processes. What it does do s
provide an interface to the [P protocol with the added feature
of demultiplexing multiple processes using the ports. That is
all it does. For applications that need to have precise control

- over the packet flow, error control, or timing,

One area where UDP is especailly useful is in client-
server situations. Often, the client sends a short request to'
the server and expects a short reply back. If either the request
or reply is lost, the client can just time out and try again. Not
only is the code simple, but fewer messages are required (one
in each direction) than with a protocol requiring an initial setup.

An application that uses UDP this way is DNS (the
Domain Name System), a program that needs to look up the
IP address of some host name to a DNS server. The server
replies with a UDP packet containing the host’s IP address.
No setup is needed in advance and no release is needed

Herward. Just two messages go over the network.

from the incomiy
the oy

the data. The UbD

Iain Quality of service for transport layer.
[R.TU. 2015, 13/

%
Ans. Quality of Service (QoS) : In the field of computer

networking and other packet-switched telecommunication
networks, the traffic engineering term quality of service (QoS)
refers to resource reservation control mechanisms rather than
the achieved service quality. Quality of service is the ability
to provide different priority to different applications, users, or
data flows, or to guarantee a certain leve] of performance to
a data flow. For example, a required bit rate, delay, jitter, packet
dropping probability and/or bit error rate may be guaranteed.
Quality of service guarantees are important if the network
capacity is insufficient, especially for real-time streaming
multimedia applications such as voice over IP, online games
and IPTV, since these often require fixed bit rate and are
delay sensitive, and in networks where the capacity is a limited
resource, for example in cellular data communication.

QoS is sometimes used as a quality measure, with many
alternative definitions, rather than referring to the ability to
e s

(oecRe)

reserve resources. Quality of service sometimes refers to
the level of quality of service, i.e. the guaranteed service
quality. High QoS is often confused with a high' Ievcl' of
performance or achieved service quality, for example high
bit rate, low latency and low bit error probability.

Quality of service (QoS) is an internetworking issue
that has been discussed more than defined. We can informally
define quality of service as something a flow seeks to attain.
Flow Characteristics : Traditionally, four types of
characteristics are attributed to a flow ; reliability, delay, jitter,
and bandwidth, as shown in fig. 1.

Flow
Characteristics

I | I ] ]

Bandwidih

Jitter

Reliability Delay

Fig. 1 : Flow Characteristics
Reliability : Reliability is a characteristic that a flow needs.
Lack of reliability means losing a packet or acknowledegment,
which entails retransmission. However, the sensitivity of
application programs to reliability is not the same. For example,
it is more important that electronic mail, file transfer, and
Internet access have reliable transmissions than telephony
oraudio conferencing.
Delay : Source-to-destination delay is another flow
characteristic. Again applications can tolerate delay in
different degrees. In this case, telephony, audic conferencing,
video conferencing and remote log-in need minimum delay,
while delay in file transfer or e-mail is less important,
Jitter : Jitter is the variation in delay for packets belonging
to the same flow. For example, if four packets depart at times
0,1,2,3 and arrive at 20, 21, 22, 23, all have the same delay,
20 units of time. On the other hand, if the above four packets
arrive at 21, 23, 21, and 28, they will have different delays :
21,22,19, and 24,

For applications such as audio and video, the first case
is completely acceptable; the second case is not. For these
applications, it does not matter if the packets arrive with a
short or long delay as long as the delay is the same for all
packets. For this application, the second case is not
acceptable.

Jitter is defined as the variation in the packet delay.
.}-‘Iigh Jitter means the difference between delays is large; low
Jitter means the variation is small. [f the jitter is high, some
action is needed in order to use the received data.

Bandwidth : Different applications need different
bandwidths. In video con ferencing we need to send millions
of bits per second teo refresh a color screen while the total
number of bits in an e-majl may not reach even a million.
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The same idea can be applied to packets, as shown in
Fig.(b). C\‘ﬂs‘emml{\‘. cach host is connected to lr!e nctwqu
' &N interface contawming a leaky bucket, that |s.‘a.ﬁmle
mrermal queve. If packet arrives at the queue when it is full,
the packet s discarded. In other words, if one or more
processes within the host try to send a packet when the
maximum number are alrcady queued, the new packet is
unceremamously discarded. This arrangement can be built
W0 the hardware mterface or simulated by the host operating
S¥stem. It was first proposed by Tumer (1986) and is called
the leaky bucket algorithm. In fact, it is nothing other than
2 single-senver Queuing system with constant service time.
The host is allowed to put one packet per clock tick
anto the network Again, this can be enforced by the interface
card or by the Operating system. This mechanism tums an

IR.T.U. 2016/
Ans. Congestion

Congestion in a

processing.

Delav

: Capacity
Fig. (a) : Delay vg Network Yoxit
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ion to place where action can be

Adjust system operation to correct the prablem. .
Congestion control involves two factors tha:meas
the performance of a network lhrqughgut_and d;:l';); e
The figure illustrates the basic prmclpleioa ol
bucket. A token gencrator produc':es mk?sn?}uckel,wmd‘
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has a maximum capacity of B tokens. Ce o apacity0
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Q

S Entain
Explain differens services of application layer.

Ans. Application
{H Less time
(1) Reliable
(i) Less ame
(iv) Safe

ete

layer provides the following services :
Consumpon r.e. tast delivery

data transfer

Lol congestion throughout the network

Iy of data in context of threads due to intruders

Q.6 Explain use of cookies in WWW and HTTP.

Ans. Use of Cookies in Www .
rcqucs-t loaserver, the browser looks in the cookie directory
10 see lflt can find a cookie sent by that server. If found, the
cookie is included in the request. When the server receives
the request, it know s that this is an old client, not a new one.
Nr:tc that the contents of the cookie are never read by the
browser or disclosed to the uscr. It is a cookie made by the
server and read by the server.

Use of Cookics in HTTP :

When a client sends a

An HTTP server is stateless.
This simplifies server design and has permitted engineers to
develoep high-performance web servers that can handle
thousands of simultancous TCP connections. It is often
desirable for a website to identify users, either because the

server wishes to resirict user access or because it wants to
serve content as function of user identity. For these purposes,
HTTP uses cookies. Cookies allows sites to keep track of users.

Q.7 Write the components of cookic technology.

Ans. Cookie Technology has four components :
(1) A cookie header line in HTTP response message
(ii) A cookie header line in HTTP request message
(iii) A cookie file kept on user’s and system and managed
by the user’s browser.
(iv) A back-end data base at the website.

ParT-B

a) Wiha is Proxy server and how it is related to HTTP
(b} What is URL and what are its components? Explain.
(c) In electronic mail, what is MIME? [R.T.U. 2017)

resource available from a different server and the proxy server
cvaluates the request as a way to simplify and control its
compliexity. Proxies were invented to add structure and
encapsulation to distributed systems. Today, most proxies are
web proxies, facilitating access to content on the World Wide
Web, providing anonymity and may be used to bypass IP
address blocking.

Related to HTTP : HTTPS is Hypertext Transfer
Protocol over Security Socket Layer (HTTP over SSL). It's
a more safety protocol than HTTP. In view of security
requirements, more and more sites transfer from HTTP to
HTTPs, especially bank sites and online paying sites. As a
default setting, HTTPS works upon port 443.

Proxy server handles HTTPS requests from clients is
always called HTTPS proxy server. It's similar with HTTP
proxy server, the only difference is the protocols they focus
on. No matter HTTP or HTTPS proxy server, they both can
carry out caching of information downloaded from the
Internet. This is a very useful function which can speed up
surfing and reduce network traffic.

Most proxy servers act both as an HTTP proxy server

and as an HTTPS proxy server. Proxy settings on clients for
both HTTP and HTTPS are similar, the only thing you need
to care is HTTPS is mostly identified by "Secure" or
"Seccurity".
Ans. (b) Uniform Resource Locator (URL) : A client
that wants to access a Web page needs the address. To
facilitate the access of documents distributed throughout the
world, HTTP uses locators. The uniform resource locator
(URL) is a standard for specifying any kind of information
on the Internet. The URL defines four things: protocol, host
computer, port and path as shown as shown in fig.

Protoco! /II Host ] 1 Port l /

Fig.: URL

The protocol is the client/server program used to
retrieve the document. Many different protocols can retrieve
a document; among them is FTP or HTTP. The most common
today is HTTP. The host is the computer on which the
information is located, although the name of the computer
can be an alias. Web pages are usually stored in computers,
and computers are given alias names that usually begin with
the characters “www™. This is not mandatory, -however, as
the host can be any name given to the computer that hosts

. o the Web page. The UR i i

y do nf)t con!am:rl::;'; mrvcr: A proxy server is a server (a | number OFI)' t%le server, [fl;l;ago?tptilso?r?(::zd:::imﬁlri‘s!'he Po";
oritative server T ewe computer system or an application} that acts as an | between the host and the path, and it is sepa;aled flrnser:fl
kup cache. Any of: 1o intermediary for requests from client seeking resources from | host by a colon. Path is the p;thname of the file whom the
erver is deemed e Ilhcf server;-A‘—'“‘f"‘ connects to the proxy server, requesting | information is located. The path contains slashes i
e from an authorita :onw service, such as a file, connection, web page, or other .
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(Data Communication and Computer Networks )
Cookics : A cookic. also known as a web cookic, browser

cookie, and HTTP cookie, is a piece of text stored on a
user’s computer by their web browser. A cookie can _be used
for authentication, storing site preferences, shopping cart
contents, the identifier for a server-based session, or anything
else that can be accomplished through storing text data.

A cookie consists of one or more name-value pairs
containing bits of information, which may be encrypted for
information privacy and data security purposes. The cookie
is sent as a field in the header of the HTTP response by a
web server 10 a web browser and then sent back unchanged
by the browser each time it accesses that server.

Cookies may be set by the server with or without an
expiration date. Cookies without an expiration date exist until
the browser terminates, while cookies with an expiration date
may be stored by the browser until the expiration date passes.
Users may also manually delete cookies in order to save space

Of 10 avoid privacy issues.
Creation and Storage of Cookies
I. When a server receives a request from a client; it
stores mformation about the client in a file or a string.
The information may include the domain name of the
chient, the contents of the cookie (information the server
has gathered about the client such as name, registration
number, and 5o on), a timestamp, and other information
depending on the implementation.
The s ~ver includes the cookie in the response that it
sends to the client.

3. When the client receives the response, the browser
stores the cookie in the cookie directory, which is sorted
by the domain server name.

Using Cookies : Refer 10 0.6.
Asms. (b) Performance enhancement in WWW ;: WWW
stands for “World Wide Web.” and it is not a synonym for the
internet The World Wide Web, or just “the Web,” as ordinary
people call it, is a subset of the Internet. The Web consists of
pages that can be accessed using a Web browser. The Internet
is the actual network of networks where all the information
resides. Things like Telnet, FTP, Internet gamirg, Internet Relay
Chat (IRC), and e-mail are all part of the Internet, but are not
part of the World Wide Web. The Hyper-Text Transfer
Protocol (HTTP) is the method used to transfer Web pages
10 your computer. With hypertext, a word or phrase can
contain a link 1o another Web site. All Web pages are written
in the hyper-text markup language (HTML), which works in

conjunction with HTTP.

What E-mail privacy? Why do we need POP3 or
-IWIAPS for electronic mail. [R.T.U. 2013/
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2. Reading during stora e
For example, if one sends e = 1 the dest

s -mail to Istyde
e‘rr}aa.l 1s stored on a hard drive of'a compute )
recipient deletes it. If the recipient does not r;a;fplc Ut he
within a reasonable time, typically a few mo:ththem ;
the message, the system operator may delete thes ;Z sending
rccoxfer spfice on the hard drive for other users, Good U::eﬁnm
pracftnce of a computer system involves making routine backup
copies (typically on magnetic tape) of all files on the hard
drive, since hard drives can fail. An e-mail may be retrieveq
from a backup tape even after that e-mail was deleted from
the hard drive by the recipient. ;

3. Disclosure of contents by the recipient.

The actual mail transfer is done through Message
Transfer Agents (MTA). To send mail, a system must have
the client MTA, and to reveive mail, a system must have a
server MTA. The actual formal protocol that defines the MT".\
client and server in the Internet is called the Simple Mai

Protocol (SMTP).

SMTP is used two times, between the
sender’s mail server and between the two mail senr:':;‘:-be pis
simply defines how commands and responses
back and forth (forward).

SMTP uses commands‘a i
messages between an MTA client an

shown in figure 1.
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organiu‘im‘s' mail is received by an SMTP
Jn ma

i always on-line. This'SMTP server provides a
sﬂ"’d“! i vice. The server receives the mail on behalf of
J sel . l"ga,-,iz;niﬂn. Workslatmps interact with the

host I | retrieve messages by using a client-server
TP msl: as Post Office Pratocol (POP), version 3
e :

pOP3)-

Although pOP3 is used to download messages from

the SMTP client is still needed on the desktop to

mer,css‘wes from the workstation user to its SMTpP
messag
mail server: POP3
SMTP SMTP IMAI‘i{
40
2 Rwi
q,\ ,,.5;\‘
» L&
b S
NS 4%
Aail Server] Interet Mal Server
[ N Fig.2: POP3 and IMAP4

Another mail access protocol is Internet Mail Access
Protocol version 4 (IMAP4). IMAP4 is similar 1o POP3, but
it has more features, IMAP4 is more powerful and more

P6P3 is deficient in several ways. It does not allow
the user to organize her mail on the server, the user cannot
have different folders on the server. In addition, POP3 does
not allow the user to partially check the contents of the mail
before downloading.

IMAP4 provides the following extra functions :

+ Auser can check the e-mail header prior 10
downloading.

A user can search the contents of the e-mail for a
specific string of characters prior to downloading.
Auser can partially download e-mail. This is especial ly
useful if bandwidth is limited and the e-mail contains
multimedia with high bandwidth requirements.

A user can create, delete or rename mailboxes on the
mail server,

Auser can create a hierarchy of mailboxes in a folder
for e-mail storage.

Xplain the differences in persistent and non-
ent HTTP, [R.T.U. 2012]

. P@s;em and Non-persistent HTTP arc differentiated
Vith the help of their advantages and disadvantages :

of Persistent HTTP Connections

Content Delivery, less round-trip time,
. 80': 1ved via the same TCP stream which obviously
Y time. Whep adding HTTP pipelining support to
M 1€ €Ve faster,

- Fagter

round-trips,

L. Less Cpy Usa i
e: W, ‘olvi
of low leve] Og routine galls. " o tmvolving o iy
] 2. Reduced Network Con
!he |1r|e, and more control for TC
nasingle (from RFC 2616 notes
Disadvantages

l;”l’nhssiHIE Scalahility Issues: |n case of a traff
e b 1: € “slots™ on {he web server ( the conncc!ior:
o ¢ Kept busy by few users, while everybody else wait
TVer response. This alsq hap i
; s als pens with non-persist
;{o¥¥ectlons as Y\‘e|l, however the time to serve ap;iffer:nn
P reques{ is lower than with persistent ¢
because there is no time-out period.
2. No Simplicity Fri i
) Y Friendliness: A gery in;
simple one time fj o KT,

les ( such as AJAX request, basic HTM]
files with no embedded objects, XML files, updates statuses
has no reason to server HTTP content

connectiqn, because the one-time required z;:mts::sclas::e\:
served using one HTTP request and the client will be gone

3.Non-CDN Friendly: If serving content from a CD}
which delivers content from multiple web servers for th
purpose of increasing the delivery speed; the CDN solutior
is nilled by not being able to deliver multiple HTTP respons
via the same TCP connection,

Advantages of Non-Persistent HTTP connections

1. Possibly More Scalable : Depending on the desig
of the application and the usage patterns (the disadvantage
for persistent HTTP connections), more clients can be serve:
if they require content from the server sporadically.

2. Simple Server Architecture : The server may b
a bit faster if it does not require the implementation of th
persistent HTTP connections and the pipelining support.
Disadvantages

1.Possibly Less Scalable: Depending on the type o
traffic the server gets, serving individual HTTP requests o
their own TCP stream may quickly starve the server
TESOU;‘-i:iore CPU Usage: There are low level operatin;
system routines involved in opening a new TCP slregmkfb
each request. This puts the web server under more work.

gestion: Legg packets o
Pto har.:dle the congestio,
on persistent connections)

4

burst,

onnection

Q.13 What is DNS poisoning? Explain the bﬂi ;j{e::;la:
DNS poisoning. |RTU.2

Ans. DNS Poisoning : o
DNS Poisoning or DNS Cache Poisoning

DNS poisoning is also called DNS cache poisoning

ches st
and refers to the corruption of DNS tables and ca

(pata Communication and Computer Networks Jmm—ere ey

that a domain name points to a malicious IP address. Once
the user is redirected to the malicious IP address his/her
computer can be infected with worms, viruses, spy ware etc.

Cache poisoning is mostly done through spam emails,

or through web-links and banners that attracts users to click- ?
on them. A simple click causes the user to be re-directed toa f Q.1:

DNS poisoned server.

Cache poisoning is a security of data integrity
compromise in the Domain Name System (DNS). The

¢ For example, an attacker spoofs the IP address DNS

Des
compromise occurs when data is introduced into a DNS name | for
server’s cache database that did not originate from is k
authoritative DNS sources. It may be a deliberate attempt of Ex
a maliciously crafted attack on a name server. It may also be '
an unintended result of a misconfiguration of a DNS cache
or from improper software data and caches it for performance | wy
optimization, it is considered poisoned, supplying the non- -
authentic data to the clients of the server. An

A domain name server translates a domain name (such | twi
as example.com) into an [P address that Internet hosts use | Th
to contact Internet resources. If a DNS server is poisoned, it | en
may return an incorrect [P address, diverting traffic to another | M
computer.

Effect of DNS Poisoning fil

Poisoning attacks on a single DNS server can affect | 2
the users serviced directly by the compromised server or "
indirectly by its downstream server(s) if appl icabl_e. &

To perform a cache poisoning attack, the attacker
exploits a flaw in the DNS software. If the server does not tl

correctly validate DNS responses to ensure that they are |
from an authoritative source (for example by using DNSSEC) | u
the server will end up caching the incorrect entries locally

and serve them to other users that make the same request. | !
This technique can be used to direct users of a website to | *
another site of the attacker’s choosing. :

entries for a target website on a given DNS server,
replacing them with the IP address of a server he
controls. Then he creates files on the server he controls
with names matching those on the target server.
¢ These files could contain malicious content, such as a
computer wWorm or a computer virus. A user whose
computer has referenced the poisoned DNS server
would be tricked into accepting content coming from a
non-authentic server and unknowingly download
malicious content.

~mais 1 1NN
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PART-C

;plain the HTTP protocol with the help of suitable
IR.T.U. 2019/
OR
Describe the steps involved when a web browser requests
Jor and obtains a web page from a web server. Why HTTP
is kmown as stateless protocol? JR.T.U. 2010/
OR
Explain HTTP and its message formats.
JR.T.U. 20135, 13, Raj. Univ. 2008]
OR ‘
Write short notes on HTTP. [Raj. Univ. 2006]
e ———————————
Ans. HTTP is an Application layer protocol, implemented in
two programs : a client program and a server program.
The client program and server program, executing on different
end systems, talk to each other by exchanging HTTP
messages.

A Web page consists of objects. An object is simply a
file-HTML file, a JPEG image, a GIF image, a Java applet,
an audio clip etc., that is addressable by a single URL.

A browser is a user agent for the web, it displays the
requested Web page and provides numerous navigational
and configuration features.

HTTP defines how web clients request web pages from
the web and how servers transfer web pages to client. Both
HTTP/1.0 and HTTP/1.1 use TCP as their underlying
transport protocol.

The HTTP client first initiates a TCP connectiori with
the server. Once the connection is established, the browser
and the server processes access TCP through their Socket
IFs. On the client side the socket I/F is the “door” between,
the client process and the TCP connection, on the server
side it is the “door” between the server process and the
TCP connection.

Once the client sends a message into its socket I/F, the
message is “out of the client’s hands™ and is ““in the hands of
TCP”. TCP is used because it provides the reliable service.

HTI'P can use both non-persistent connections and
persistent connections.

HTTP Message Format :

1. HTTP Request Message :
GET/Somedir/page_htm| HTTP
Host : www.nkjaipur.com
Connection : ¢loge _, (header lines)

/1.1 - (Request line)

User-agent - M

ozilla/4.0 — (Netscape browser) :



Accept-language
Request line has three fields : (1) The method field,
(2) The URL field. (3) The HT TP version field.
The header line Host specifies the host on which the
object resides. -~
In header line Connection, the browser is telling the
server that it doesn’t want 10 use persistent connection, it
wants the server 10 close the connection after sending the
request object.
The header line User-agent, specifics the type of
browser used to make request 1o the server
The header line Accept-language, indicates that the
user prefers to receive a French Version of the object

2. HTTP Response Message :

HTTP/1.1 200 OK 3 —» Status line

Connection : Close

Date : TUE, 08 Feb. 2005 11:30:15 st —» When the
HTTP response was created and sent by the server

Server : Apachel 3 0 (Unix)

Host-modified : SUN, 06 Feb 2005 16 15 20 1t

-» When the object was created or last modified

Content-length : 7557

Content-type : Image 'PLC

DRE i —_— data » Entity body

The status line has three fields = The protocol version

field, a status code, and corresponding status message

Ex. (1) 200 OK : Request succeeded and the information

is returned in the response.

(2) 301 Named permanently : Kequested object has

been permanently named.

(3) 400 Bad Request : The request could not be

understood by the server.
(4) 404 Not found : The requested document does not
exist on 12 server.
(5) S05 HTTP Version Not Supported : The request
HTTP protocol version is not supported by the server
Most Web pages consist of a base HTML file and several
referenced objects. For example, if a Web page contains
HTML text and five JPEG images, the the Web page has six
objects: the base HTML file plus the five images The base
HTML file references the other objects in the page with the
objects’ URLs. Each URL has two components: the host
mofdnmuﬂhuhmsaﬂnobjec!mdob,ecrspuh
name.

For example, the URL http://www someSchool edw/
someDepartment/picture gif has www.someSchool edu for
a host name and /someDepartment/picture. gif for a path
name. A browser is a user agent for the Web, it displays the
requested Web page to the user and provides numerous

na v igational and configuration features.
HTTP defines how Web clients (for exampie, browsers)
request Wweb pages from Web servers and how servers

{8 Tech (IV Nem | C5 Solved Papers
transfer Web pages to Clients but the general wies o lustrate:
m Figure When & user requests 8 Web page (for example
click on a hyperiink), the browser sends HTTP reques
messages for the obyects in the page to the server The serve
receives the requests and responds with HTTP respons

message that contamn the obyects
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HTTP request messages into a socket interface and recery:
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cache the information. After that time, the mapping is invalid

'to yet

ssponse | and any query must be sent again to the authoritative server.

it. This | Second, DNS requires that each server keep a TTL counter
for each mapping it caches. The cachc memory must be

¢ for a | searched periodically, and those mappings with an expired

r. Ifthe | TTL must be purged.

wer. If

er that” ite short note on :

ble for (a) World Wide Web (WWW)

newly (b) File Transfer Protocol (FTP)  (R.T.U.2016]

: =

dr;:: Ans. (a) World Wide Web (WWW) : The WWW today is

catthe | 2 distributed clienUserver service, in which a client using a

srative | browser can access a service using a server. However, the

ery to service provided is distributed over many locations called sifes,

ervers | 8s shown in fig.1.
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Fig.1 : WWW Architecture
Each site holds one or more documents, referred to as
Web pages. Each Web page can contain a link to other pages
in the same site or at other sites. The pages can be retrievec
and viewed by using browsers. Let us go through the scenaric
shown in fig. 1. The client needs to see some information tha
it knows belongs to site A. It sends a request through it:
browser, a program thaf is designed to fetch Web documents
The request, among other information, includes the addres:
of the site and the Web page, called the URL (Uniform
Resource Locator). The server at site A finds the documen
and sends it to the client. When the user views the document
she finds some references to other documents, including i
Web page at site B. The reference has the URL for the nev
site. The user is also interested in seeing this document. The
client sends another request to the new site, and the nev

page is retrieved.

Client (Browser) : A variety of companies offer
many commercial browsers that interpret and display a Wel
document, and all use nearly the same architecture.

makes a control connection to the remote server’s FTP server

ks
(nua Mmunlm@/’w

Fig.2 : Browser

Each browser usually consi
controller, client protocol, and interpreters. The coutrr.:lllcrl
receives input from the keyboard or the mouse and uses the
client programs to access the document. After the document
has been accessed, the controller uses one of the interpreters
to display the document on the screen. The client protocol
can be one of the protocols such as File Transfer -Protocol
(FTP) or Hyper Text Transfer Protocol (HTTP). The
interpreter can be HTML, Java, or JavaScript, depending on
the type of document.

Server : The Web page is stored at the server. Each
time a client request arrives, the corresponding document is
sent to the client. To improve efficiency, servers normally
store requested files in a cache in memory; memory is faster
to access than disk. A server can also become more efficient
through multithreading or multiprocessing. In this case, a
server can answer more than one request at a time.
Uniform Resource Loeator (URL) : Refer to Q.8(b).
Cookies : Refer 1o (.9(u).

Using Cookies : Refer 1o (.6,

Ans.(b) File Transfer Protocol (FTP) : The File Transfer
Protocol (FTP) is used to copy files between two computer
systems over the TCP connection. The FTP overcomes the
problem of different file systems used in the network.

sts of three parts: a

Client Scrver
@\\ l User Interfice
FTP Client FTPS.
Protocol s ke Pmt:m

= Data Transfer (. )
d Protocol %

Fig. : FTP protocol model

‘ Inthe FTP, lhe user communicates with a user interface
in the local FTP client process. The local FTP client process

protocol. FTP server protocol is located in the TCP port 21
The local FTP client acts as a protocol interpreter wh.:;
interprets the user commands to the acronyms used between

tocol, The cont
t and the server pro ™

basically @ simple 'l ELNET's NV'T session, Th ‘
connection is used in @ very simple way- Comtpgy
The client sends commands across the con
connection to the server. The server replies (o he L
according to the server protocol. If the user requey i
transfer, a special data connection is opened between
server and the client and the files are sen through
connection. Separate data transfer process created for the
server and the client. The data connection exists until e
command that it was created for 1s executed. File wapgfy
pmun.'ul contains set of command words and their Patametey
and numeric codes as responses. The command words gy
be classified 1o the access control, file management, dag
format setting, file transfer, sile, error recovery and restan

the clien

commands.

Farlicr FTP protocols used for the Internet standard
were drafted by the Internet Engineering Task Fosge
committee as a series of REC (Request for Comments) formal
documents. In 1971 the FTP protocol RFC 114 was published,
Over the years the document was revised with newer version
making changes o improve the FTP protocol

FIP connects using two TCP ports for all
communications between the server and user-

COMMAND Port: This is the main TCP port which js
created when a session is connected. It is used for passing
commands and replies. Port 21 (unsecured) or 990 (secured)
are the default command ports used.

DATA Port: Each time when files or directories are
transferred between server and client, a random TCP data
connection is established and data transfer commences ovef
the connection. Once data transfer is complete, the connectios
is closed. Subsequent data connections are established and
terminated as required, Data connections are never lefi open.

g with irs

Q.18 Explain e-mail architecture alon
[RT.U. 2019]

conponents,

Ans. E-mail Architecture : To explain the architecture of
e-mail, we have four scenarios. We begin with the simples
situation and add complexity as we proceed.
scenario is the most common in the exchangeof e
scenarios provide a general overview of e-mail system-
First Scenario : In the first scenario, the sender
receiver of the e-mail are users (or application proyi:'::
the same system, they are directly connected t0 2 o
system. The administrator has created one mailbox f.o' [
user where the received messages are stored- A mailb*

part of a local hard drive, a special file *“LP::"

mail, These
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Explain the working of SMTP.
[R.T.U. 2609, Raj. Univ. 2006/

Ans. Simple Mail Transfer Protocol (SMTP) : One of
the most popular network.services is electronic mail
(e-mail). The TCP/IP protocol that supports electronic mail
on the Internet is calied Simple Mail Transfer Protocol
(SMTP). It is a system for sending messages to other
computer users based on e-mail addresses. SMTP provides
for mail exchange between users on the same or different
Computers and supports :
* Sending a single message to one or more recipients
* Sending messages that include text, voice, video, or
graphics.
* Sending messages to users on networks outside the
Internet.

< 1]
User T
.

h 4
SMTP I
client ‘

Fig.1: SMTP Concept

A simple SMTP system is shown in Fig.1. The SMTP
client and server can be break down into two components:
user agent (UA) and mail transfer agent (MTA)
The UA prepares the message, creates the enveiope,

and puts the message in the envelope. The MTA transfers
the mail across the Internet. Figure 2 shows the previous
figure with the addition of these two components.

Uscf.klt

Fig.2: UAs and MTAs

SMTP protocol allows 2 more complex system than

the one shown. Relaying could be involved. Instead cf just
one MTA at the sender site and one at the receiving site,
other MTAs, acting either as client or server, can relay the

mail.

User A f
1_\ Uses BT

U
t
" 3
{ A ] Chent | sysem
— J

\

Fig.3: Mai! Gateway
The relaying system allows sites that do not use the
TCP/IP protocol suite to send e-mail to users on other site:
that may or may not use the TCP/IP protocol suite. This it
accomplished through the use of 2 mail gateway, which is:
relay MTA that receives mail prepared by a protocol othe
than SMTP and transform it to SMTP format before sending
it. It can also receive mail in SMTP format and change it «

- -
ii{rigure )

another format before send

User Agent (UA) : A user agent is defined in SMTF
The UA is normally a program used 10 send and receive mail
Popular user agent programs are MH, Berkeley Mail, Elm

Zmail, and Mush

Some user agents have an extra user interface tha
allows window-type interactions with the systems.
Addresses : To deliver mail, 2 mail handling systen
must use a unique addressing system. The addressing systen
used by SMTP consists of two parts : a local part and :
domain name, separated by an @ sign.

Local Part : The local part defines the name of :
special file, called the user mailbox, where all of the mai
received for a user is stored for retrieval by the user agent
Domain Name : The second part of the address is th
domain name. An organization usually selects one or mon
hosts to receive and send e-mail, they are sometimes calle:
mail exchangers. The domain name assigned to each mai
exchanger either comes from the DNS database or is a logica
name (for example, the name of the organization).

Mail Transfer Agent (MTA) : The actual mail transfe
is done through mail transfer agents (MTAs). To send mail,
system must have a client MTA, and to receive mail, a syster
must have a server MTA. Although SMTP does not define
specific MTA, sendmail is a commonly used UNIX syster
MTA.

SMTP simply defines how commands and response
must be sent back and forth. Each network is free to choos
a software package for implementation. Figure 4 illustrate
the process of sending and receiving e-mail described above
Fer a computer to be able to send and receive mail usin

(nmmﬂmhm}__—_—

SMTP, it must have most of the entities (the user interface |
not necessary) defined in the figure. The user interface is

component that creates a user-friendly environment,
User B

t

User A

Fig.4: The Entire E-mail System
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Q.21 Each internet host has at least one local name server
and one authoritative name server. Describe role of each
of these services in DNS. [Raj. Univ. 2007]

Ans.In oﬁer to 3&1 wu: Iﬁc 1ssue n’ sca'c, th Bﬂ! uses a

large number of name servers, organized in a hicrarchical
fashion and distributed around the world. No single name
server has all of the mappings for all of the hosts in the Internet.
Instead, the mappings are distributed across the name servers.
To a first approximation, there are three types of name
servers: ]ocal name servers, root name servers, and
authontntwel name servers. These name servers, again 10 a
first approximation, interact with each other and with the
querying host as follows.

Lo(;n] nlm:e servers : Each ISP-such as a university,
an academic department, an employee’s company,
residential ISP—has a local name server (also callepd uzlett':rl.ﬂ:
name server). When a host issues a DNS query message
the message is first sent to the host's local name server. Thc
IP address of the local name server is typically configured
by hand in a host. (On a Windows machine, we can find the
IPaddrmofﬁucIoanunemusedbyourPbenpemn
the Cpntrol Panel, and then selecting “Network,” thcrgr
selecting an installed TCP/IP component, and then sc'lectin
thc_DNS configuration folder tab.) The local name server i§
typically “close to” the client. In the case of an institutional
lSIf. it may be on the same LAN as the client host, for a
resnd?nua! ISP, the name server is typically scpamcé from
the client host by no more than a few routers. If a host requests
a translation for another host that is part of the same local
ISP, then the local name server will immediately be able 1o
provide the requested IP address. For example, when the




